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Abstract.  A vast archive of raw census microdata covering Europe in the period since 1960 survives in machine-readable form. The bulk of these data, however, remains inaccessible to researchers.  This proposal seeks funding to create harmonized and documented samples of approximately forty Eastern and Western European censuses. These microdata and metadata will be made available for scholarly and educational research through a web-based data dissemination system.

This project leverages previous federal investments in social science infrastructure. Grants from the National Institute of Aging and the National Science Foundation for the Population Activities Unit and the IPUMS-International projects have laid the groundwork for the European data series by funding many of the initial costs. These projects have underwritten the development of data cleaning and sampling procedures, data conversion and dissemination software, and design protocols for data and documentation.  Raw microdata files, internal documentation, and redistribution agreements for the censuses of virtually every European country have been obtained. 

With over 100 million records covering a forty-year period, the new database will allow social scientists to make comparisons across European nations during four decades of dramatic change. The data series will result in a substantial body of new scientific and policy-relevant health-related research on economic development, demographic transition and population aging, international migration, and many other topics. 

Outline of proposal:  

Specific Aims:  supplemented with Appendices I and II.

Background and Significance (see also Appendices III and IV).

Research Design and Methods

Overview (Appendix V).

Dissemination Agreements (sample, Appendix X).

Source Documentation and Data (Appendix VI).

Confidentiality protection 

Technical matters (Appendix VII):  Sample design, Reformatting of records, Item editing and missing data, Harmonization, Constructed variables, Documentation, Machine-understandable metadata, Dissemination

Work Plan (Appendix VIII) and Literature Cited (Appendix IX)

Specific Aims.  The following tasks must be carried out to capitalize on these past investments and make the European data readily available to bona-fide researchers who agree to abide by strict usage requirements: clean raw data files; draw new samples from 100% internal census files; impose confidentiality protections (see Appendix I); recode variables into existing harmonized coding systems and develop new coding designs optimized for Europe; allocate missing and inconsistent data values; create a set of consistent constructed variables; develop harmonized English-language documentation; convert all documentation to the Data Documentation Initiative metadata standard; and improve and maintain the web-based data access system.  See:  Appendix II.
Background and Significance.  Census microdata are an invaluable resource for social science research.  Other sources—such as demographic and labor force surveys—often offer greater subject coverage and detail than do census data, but no alternate source offers comparable sample density, chronological depth, and geographic coverage. 

For much of the world, census microdata are either unavailable or restricted, and are therefore seldom used.  In the United States and Canada, however, census microdata have been available to researchers for almost forty years and have become an indispensable component of social science infrastructure.  For example, census microdata were the data source for nineteen of the fifty-one U.S. and Canadian articles that appeared in the last two volumes of the journal Demography (2000 and 2001).  Even though the United States has abundant high-quality survey data and the most recent census samples were over a decade old, U.S. census microdata were used three times as often as the next most popular data source.  By contrast, during the same two years not a single article in Demography made use of census microdata from Europe.  
The public-use European integrated microdata series—which we call IPUMS-Europe—will build on four decades of work by the United Nations Statistics Division, Eurostat and the Population Activities Unit of the ECE.  As part of a PAU project, much of the 1990 round census data was acquired by the PAU and were converted to uniform formats and partially integrated.  These materials will form the basis of the new European census microdata series, incorporating 2000 and earlier census rounds.  We anticipate that the availability of consistent microdata for all of Europe over a broad time span will have a profound effect on the practice of social science research.  See Appendix III.
Research Design and Methods.  

Overview (Appendix V).  The goal of this project is not simply to make European census data available; it will also make them usable.  Even where census microdata can be obtained, comparison across countries or time periods is challenging because of inconsistencies between datasets and inadequate documentation of comparability problems.  Because of this, comparative international research based on pooled census samples is rarely attempted.  This project will reduce the barriers to international research by converting census microdata into a uniform format, providing comprehensive documentation, and by making the data freely available to researchers through a web-based access system.

We expect that IPUMS-Europe will eventually include at least sixty censuses from as many as seventeen countries, and there is potential to include additional censuses from other countries.  For purposes of planning and design, we must work simultaneously with all these censuses.  This will ensure that we accommodate the full range of variation across countries and census years when designing harmonized variable coding systems.  During data and documentation processing, however, we will work with batches of two, three to four countries at a time.  This approach—also used for IPUMS-International—allows timely release of samples and avoids the logistical complexity of processing too many censuses simultaneously.

Dissemination agreements (see Appendix X). XXX [number to be inserted on submission of grant] European countries have agreed to license the dissemination of all integrated census microdata dating from 1960 through 2003.  These agreements represent a sea change in the policies of European statistical offices.  In the past, most European census microdata were available to only a few fortunate researchers.  Making the census data broadly available for scholarly and educational purposes constitutes a fundamental contribution to social science infrastructure.

Under the terms of the agreement, the national statistical authorities retain copyright to the microdata but cede authority to the Population Activities Unit and the Minnesota Population Center to disseminate the data on the basis of an electronic application by the researcher (see Agreement, Appendix X, clauses 2-3).  As detailed in our discussion of confidentiality protection below, the end-user is obliged to use the data solely for scholarly research and education, respect respondent confidentiality, prevent unauthorized access to the data, and cite the data appropriately.  The Population Activities Unit and the Minnesota Population Center are obliged to share the integrated data and documentation with the national statistical agencies and to police compliance by users.  The signed agreements are highly general and uniform across countries; details specific to each country such as fees and sample densities have been negotiated separately with each national agency.  Under a carefully negotiated legal arrangement, the Regents of the University of Minnesota are responsible for enforcing the terms of these accords.  Any disputes with national statistical agencies will be settled by arbitration under the authority of the Chamber of Commerce of Paris.  

Source Documentation and Data (see Appendix VI).  Thanks to PAU and the United Nations Statistics Division, we have already acquired a substantial [nearly complete?] collection of census documentation, including enumeration forms, enumerator instructions, and codebooks for almost every country in Europe.  The PAU documentation collection is catalogued by country, census year, and item.  For each census, there are dozens of items, including all versions of census enumeration forms; manuals for enumerators, supervisors, instructors, and administrators; data editing instructions; codebooks; sampling descriptions; and post-enumeration surveys.  We also have acquired microdata from the national statistical agencies (Table 1—symbol to be entered once all datasets are confirmed).  

	Table 1.  Verified Extant  Microdata by Census Year and Country 
* = participated in PAU 1990 census round microdata dissemination project

	Country
	millions
	 pre-1960
	1960s
	1970s
	1980s
	1990s
	2000s

	Albania
	3.4 
	  1950 & 55
	1960 & 69
	1979
	1989
	 
	2001

	Austria
	8.1 
	  1951
	1961
	1971
	1981
	1991
	2001

	Belarus
	10.0 
	 
	 
	 
	1989
	1999
	 

	Belgium
	10.3 
	 
	1961
	1970
	1981
	1991
	2001

	Bosnia and Herzegovina
	3.4 
	 
	 
	 
	 
	1991
	2001

	*Bulgaria
	8.1 
	  1956
	1965
	1975
	1985
	1992
	2001

	Croatia
	4.7 
	 
	 
	 
	 
	1991
	2001

	*Czech Republic
	10.3 
	  1950
	1961
	1970
	1980
	1991
	2001

	Denmark
	5.4 
	  1950 & 55
	1960 & 65
	1970 & 76
	1981
	1991
	2001

	*Estonia
	1.4 
	 
	 
	 
	1989
	 
	2000

	*Finland
	5.2 
	  1950
	1960
	1970 & 75
	1980 & 85
	1995 & 90
	2000

	France IPUMS-I
	59.2 
	 
	1968 & 62
	1975
	1982
	1990
	1999

	Germany
	82.2 
	 
	1961
	1970
	1987
	 
	 

	Greece
	10.9 
	  1951
	1961
	1971
	1981
	1991
	2001

	*Hungary IPUMS-I
	10.0 
	 
	 
	1970
	1980
	1990
	2001

	Iceland
	0.3 
	  1950
	1960
	 
	 
	 
	2001

	Ireland
	3.8 
	  1956
	1961 & 66
	1971 & 79
	1981 & 86
	1996 &91
	2002

	*Israel
	6.4 
	 
	1967 & 61
	1972
	1983
	1995
	 

	*Italy
	57.8 
	 
	1961
	1971
	1981
	1991
	2001

	*Latvia
	2.4 
	 
	 
	 
	1989
	 
	2000

	Liechtenstein
	0.0 
	  1950
	1960
	1970
	1980
	1990
	... 

	*Lithuania
	3.7 
	 
	 
	 
	1989
	 
	2001

	Luxembourg
	0.4 
	 
	1960 & 66
	1970
	1981
	1991
	2001

	Macedonia
	2.0 
	 
	 
	 
	 
	1994 & 91
	2001

	Malta
	0.4 
	  1957
	1967
	 
	1985
	1995
	 

	Moldova, Republic
	4.3 
	 
	 
	 
	1989
	 
	2002

	Netherlands
	16.0 
	 
	1960
	1971
	 
	1991
	2001

	Norway
	4.5 
	1801 - 1950
	1960
	1970
	1980
	1990
	2001

	Poland
	38.6 
	  1950
	1960
	1970 & 78
	1988
	 
	2002

	Portugal
	10.0 
	  1950
	1960
	1970
	1981
	1991
	2001

	*Romania
	22.4 
	  1956
	1965
	1977
	 
	1992
	2002

	*Russia
	144.4 
	  1959
	1970
	1979
	1989
	1994
	2002

	San Marino
	0.0 
	 
	 
	1976
	 
	 
	 

	Slovakia
	5.4 
	 
	 
	 
	 
	1991
	2001

	Slovenia
	2.0 
	 
	 
	 
	1981
	1991
	2002

	Spain IPUMS-I
	39.8 
	 
	1960
	1970
	1981
	1991
	2001

	*Sweden
	8.9 
	  1950
	1960 & 65
	1970 & 75
	1980 & 85
	1990
	... 

	*Switzerland
	7.2 
	  1950
	1960
	1970
	1980
	1990
	2000

	*Turkey
	66.3 
	 
	1960
	1970 & 75
	1980 & 85
	1990
	...

	Ukraine
	49.1 
	 
	 
	 
	1989?
	 
	2001

	*United Kingdom
	60.0 
	1851, 1881
	1961
	1971
	1981
	1991
	2001

	Yugoslavia
	10.7 
	  1953
	1961
	1971
	1981
	1991
	2001

	Total extant microdatasets 
	
	17 
	9
	11
	21
	22
	33


Table 2 [to be prepared when info is completed] describes the censuses we propose to incorporate in the database.  The left panel reports the percentage of cases that survive for each census.  For twenty-seven of the censuses taken from the 1970s to the 1990s, we have complete data.  

Table 3 [to be prepared when info is completed] reports the number of variables by type for the 2000 round of censuses.  The shorter forms have over fifty census questions and the longer ones have more than one hundred.

Confidentiality protection.  The protection of respondent confidentiality is of paramount importance.  We use two strategies for safeguarding the confidentiality of microdata:  confidentiality agreements and statistical disclosure protections.  Used in combination, these approaches minimize the potential risk of disclosure without seriously compromising scientific use of the data.  

IPUMS-Europe will adopt the IPUMS-International framework of safeguards for distributing microdata.  We disseminate microdata only under strict confidentiality controls approved by each national statistical office.  Before data are released, individual researchers must submit an application for data access and sign an electronic license agreement.  As part of the agreement, researchers must agree to do the following:

· Maintain the confidentiality of persons, households, and other entities.  Any attempt to ascertain the identity of persons or households from the microdata is prohibited.  Alleging that a person or household has been identified is also prohibited.

· Implement security measures to prevent unauthorized access to census microdata.  Under IPUMS-International agreements with collaborating agencies, redistribution of the data to third parties is prohibited.

· Use the microdata for the exclusive purposes of scholarly research and education.  Researchers are not permitted to use the microdata for any commercial or income-generating venture. 

· Report all publications based on these data to IPUMS-International, which will in turn pass the information on to the relevant national statistical agencies.

In addition, researchers must propose a research project that demonstrates a scientific need for the microdata.  Each application for access is evaluated by senior staff.  Once an application is approved—note that typically one-in-three are denied—, the researcher’s password is activated, allowing controlled access to data.  Penalties for violating the license include revocation of the license, recall of all microdata acquired, filing a motion of censure to the appropriate professional organizations, and civil prosecution under the relevant national or international statutes.  Employees of the Minnesota Population Center and the Population Activities Unit who work with the census microdata also sign agreements to respect the confidentiality of the data.

Technical safeguards supplement these institutional controls.  We are working with each country’s statistical office to minimize the risk of disclosing respondent information.  The details of the confidentiality protections will vary across countries, but in all cases, names and detailed geographic information are suppressed.  In addition, we will use a variety of other procedures to enhance confidentiality protection, including the following: 

· Swapping an undisclosed fraction of records from one administrative district to another to make positive identification of individuals impossible. 

· Randomizing the sequence of households within districts to disguise the order in which individuals were enumerated. 

· Combining codes that reveal sensitive characteristics or identify very small population subgroups (e.g., grouping together small ethnic categories).

· Top coding, bottom coding, and rounding continuous variables to prevent identification.

In addition to these basic measures, we are continuing to evaluate emerging methods and technologies for disclosure protection (McCaa and Ruggles 2002, Ruggles 2000).  The safety record for public use census microdata is apparently perfect.  In almost four decades of use, there has not been a single verified breach of confidentiality.  These procedures are designed to extend this record.

Technical Matters.  For an explanation of a wide range of technical considerations, please see Appendix VII.  

· Sample Design.  

· Reformatting and correction of format errors.

· Consistency checks, item editing, and missing data allocation.

· Harmonization.

· Constructed variables.

· Documentation.

· Machine-understandable metadata.

· Dissemination

Work plan (Appendix VIII).

Partners.  Our data dissemination agreements and license fees provide not only for dissemination rights, but also for the supply of ancillary materials (such as codebooks and technical publications) and technical support by the staff of these agencies.  As needed, we will also supplement this pool of knowledgeable specialists with other experts drawn from across the continent.  They will answer questions on census enumeration procedures and post-enumeration data processing, the methodology employed to create existing samples, and specific integration problems (such as the details of economic, education, housing, and geographic variables for particular countries).  

Literature cited (Appendix IX).


Appendix I.  Protection of Human Subjects (format as required by NIA)

1. Risks to the subjects

Human Subjects Involvement and Characteristics.  The study population consists of systematic samples of individuals within their households, who were enumerated in the national censuses that seventeen European countries conducted between 1960 and 2003.  The sample populations are representative with respect to the gender, age range, health status, and racial and ethnic composition of each country.  The total number of cases in the database will consist of approximately 135 million records for individuals.

Sources of Materials.  The project will make use of complete count census data from European countries to draw samples of households and individuals.  It will also use existing census microdata samples from these nations, when only sample data survive.  Samples from censuses conducted between 2000 and 2003 will be drawn by either the national statistical agencies of collaborating nations, the Population Activities Unit, or the Minnesota Population Center.

Dissemination agreements have been negotiated with and signed by the national statistical agency of each participating country.  These agreements provide for a license for dissemination of the census microdata by the Population Activities Unit, Minnesota Population Center and other authorized distributors.

Potential Risks.  Each national statistical office will deliver files to us that have already been anonymized.  The names, addresses, and other potentially identifying information will be stripped off before the data arrive in Minnesota.  While the data files will not include individual names or addresses, they may include sufficient geographic and subject detail to make identification of respondents a theoretical possibility.  The potential risks to subjects from disclosure of census characteristics could include legal liability, risk to employment, or embarrassment.

2. Adequacy of protection against risks

Recruitment and Informed Consent.  Informed consent is not applicable to national Censuses; in every country, residents are legally required to respond to censuses.  

Protection Against Risk.  Protection of respondent confidentiality is one of the highest priorities of the project.  Each nation has a set of standards to ensure confidentiality, and these standards vary slightly from country to country.  Under the signed dissemination agreements negotiated with each country, the Minnesota Population Center is legally bound to respect the standards set by each country, and to limit the variables and variable codes in the dataset as specified by the corresponding national statistical agency.

As noted, the national statistical offices will deliver files to us that have been anonymized by stripping off names, addresses, and low-level geographic information.  The Minnesota Population Center, in consultation with the national statistical authorities and the Population Activities Unit, will take additional steps to ensure respondent confidentiality.  As discussed in the section on confidentiality, we will take the following actions: randomizing the sequencing of records so that detailed geography cannot be inferred from position in the file; swapping an undisclosed fraction of records from one administrative district to another to make positive identification of individuals impossible; combining codes that reveal sensitive characteristics or identify very small population subgroups (such as small ethnic categories); imposing bottom- and top-codes and rounding continuous variables (such as income).  Employees of the Minnesota Population Center and the Population Activities Unit who work with the microdata sign agreements to respect respondent confidentiality.  The effectiveness of these protections is likely to be great, based on the safety record for public use census microdata.  Over the past four decades, there has not been a single verified breach of confidentiality for such data (Ruggles 2000).

In addition to these technical safeguards, we have a number of legal safeguards in place.  As noted, we disseminate microdata under strict confidentiality controls approved by each national statistical office.  Before data are released, individual researchers must complete an application for data access and sign an electronic license agreement (http://www.ipums.org/cgi-bin/ipumsi/ipumsireg.cgi).  To gain access to the data, researchers must agree to maintain the confidentiality all persons, households, and other entities.  Any attempt to ascertain the identity of persons or households is prohibited, as is alleging that a person or household has been identified.  Applicants agree to implement security measures to prevent unauthorized access to the data, and must not redistribute the data to third parties.  The licensing agreement further specifies that the microdata must be used exclusively for scholarly research and education, and may not be used for any commercial or income-generating venture.  Any publications based upon the data must be reported to the Minnesota Population Center, which will pass the information on to the pertinent national and international statistical agencies.

Potential researchers must propose a research project that demonstrates a scientific need for the microdata, and their proposal is evaluated by senior staff.  Typically, one-in-three applicants are denied approval on first submission.  Once an application is approved, the user password is activated, allowing controlled access to the data.  Penalties for violating the license include revocation of the license, recall of all microdata acquired, filing a motion of censure to the appropriate professional organizations, and civil prosecution under the relevant national or international statutes.  

3. Potential benefits of the proposed research and importance of the knowledge to be gained
The potential benefits of the proposed database are described in this proposal.  For example, increased understanding of such issues as the causes and correlates of fertility decline, population aging, and international migration from Europe to the United States has potential benefit for all members of European society, U.S. citizens, and social scientists and policymakers worldwide.  


Appendix II.  Specific Aims

A vast archive of raw census microdata covering Europe in the period since 1960 survives in machine-readable form.  The bulk of these data, however, remains inaccessible to researchers.  This proposal seeks funding to create harmonized and documented samples of approximately forty European censuses.  These microdata and metadata will be made available for scholarly and educational research through a web-based data dissemination system.

This project leverages previous federal investments in social science infrastructure.  Recent grants from the National Institute of Aging and the National Science Foundation have laid the groundwork for the European data series.  In collaboration with the Population Activities Unit (PAU) and the national statistical agencies of each country, we have obtained raw microdata files, internal documentation, and redistribution agreements for the censuses of most European country.  We have already processed and released preliminary samples of five censuses of France, and we plan an additional release of three Hungarian and Spanish censuses in 2004.

To build on this success and create census microdata samples for the rest of Europe, we require additional funding.  The existing projects have covered the costs of finding and preserving microdata and documentation, negotiating dissemination agreements, developing data cleaning and sampling procedures, creating data conversion and dissemination software, and establishing design protocols for data and documentation.  As a result, we estimate average per-census costs of developing new microdata samples for Europe to be less than half as great as for the countries we have processed to date.

Nine additional tasks must be carried out before we can make the data available:

1. Clean raw data files (e.g., identify and correct data format problems; carry out internal consistency checks; identify coverage problems through comparison with published statistics).

2. Draw samples from 100 percent internal census files (requested density:  ten percent).

3. Impose confidentiality protections (e.g., top-codes, geographic swapping, category blurring, and randomization of household sequence within geographic units).

4. Recode variables into the IPUMS-International harmonized coding system to permit analysis across countries and time periods; develop and apply new harmonized coding designs optimized for European censuses.

5. Allocate missing and inconsistent data values through probabilistic and logical editing procedures.

6. Create a set of consistent constructed variables describing household composition, family interrelationships and socioeconomic status.

7. Develop harmonized English-language documentation (e.g., census enumeration procedures and instructions; post-enumeration processing; sample designs; variable-level documentation on census questions, universe definitions, variable category availability, and frequency distributions; definitions of households, dwellings, group quarters and other enumeration units; and comparability issues across census years and countries).

8. Convert all documentation to the Data Documentation Initiative (DDI) international metadata standard.

9. Adapt, improve, and maintain web-based data and metadata access system.

European census microdata represent an extraordinary untapped resource for the study of economic and demographic change.  This is the only region of the world with such a wealth of surviving census data.  With over one hundred million records over a forty-year period, the European census microdata archive will offer far broader chronological scope and greater sample densities than alternative data sources such as demographic and labor force surveys.  In many cases, the censuses are also the most representative source of information available about national populations.  

The cost of producing these data is exceptionally low by the standards of social science research.  The benefits, however, are great.  The new database will allow social scientists to make comparisons across nations during four decades of dramatic change.  It will result in a substantial body of new scientific and policy-relevant health-related research on economic development, demographic transition and population aging, international migration, and many other topics.


Appendix III.  Background and significance

Census microdata are an invaluable resource for social science research.  Other sources—such as demographic and labor force surveys—often offer greater subject coverage and detail than do census data, but no alternate source offers comparable sample density, chronological depth, and geographic coverage. 

For much of the world, census microdata are either unavailable or restricted, and are therefore seldom used.  In the United States and Canada, however, census microdata have been available to researchers for almost forty years and have become an indispensable component of social science infrastructure.  For example, census microdata were the data source for nineteen of the fifty-one U.S. and Canadian articles that appeared in the last two volumes of the journal Demography (2000 and 2001).  Even though the United States has abundant high-quality survey data and the most recent census samples were over a decade old, U.S. census microdata were used three times as often as the next most popular data source.  By contrast, during the same two years not a single article in Demography made use of census microdata from Europe.

The Integrated Public Use Microdata Series (IPUMS-USA) is partly responsible for the widespread use of census microdata by demographers studying the United States.  IPUMS-USA, developed by Steven Ruggles, Matthew Sobek, and others at the Minnesota Population Center, makes census microdata freely available to scholars in harmonized format with comprehensive documentation through a user-friendly data access system (Ruggles and Sobek 1997; http://ipums.org/usa).  Since its preliminary release in 1995, the IPUMS has become one of the most widely used demographic resources in the world.  Over 6,000 researchers have registered to use the IPUMS data extraction system.  The user base continues to expand rapidly, with approximately 2,500 new registered users during the past year alone.  We are now distributing about 140 gigabytes of data per month, or an average of 190 megabytes per hour, twenty-four hours a day.  We have prepared approximately 60,000 custom extracts of IPUMS data since May 1996 and are now processing approximately 2,800 data extract requests per month.  This massive data distribution is beginning to bear fruit.  Although the IPUMS has been available for only six years, at this writing our bibliography lists twenty-six books, seventy-one dissertations, 207 published research articles, and hundreds of working papers, conference presentations, and research reports (http://ipums.org/usa/research.html).

In 1998 we proposed to extend the IPUMS paradigm to the censuses of Colombia (R01HD37508).  This pilot project, a collaboration with the Colombian National Statistical Office (DANE), was designed to demonstrate the feasibility of creating public use microdata for non-English speaking countries. Shortly after we proposed the Colombia project, the National Science Foundation announced a special program for “Enhancing Infrastructure for the Social and Behavioral Sciences” that offered one-time funding for major new data improvement initiatives.  We proposed a large-scale international project with two major components (SBR9907416).  The first step was to identify and preserve surviving machine-readable census microdata from around the world for the period 1960 to 2000.  The second step was to select seven countries with broad geographical distribution and to clean, harmonize, document, and disseminate microdata for those countries using the same principles and methods that underlie the original IPUMS-USA database.  

These two international projects, collectively known as IPUMS-International, have been an unqualified success.  Both projects are now in their third year and are well ahead of schedule.  We have created a comprehensive inventory of known microdata, much of which is described in our award-winning book, Handbook of International Historical Microdata (Hall, McCaa, and Thorvaldsen 2000), and we have preserved microdata from over one hundred censuses.  In May 2002, we released our first preliminary group of harmonized census microdata samples for Colombia, France, Kenya, Mexico, the United States, and Vietnam (http://ipums.org/international).  We plan to release a second group of harmonized samples for Brazil, China, Ghana, Hungary, and Spain in 2004.

Our first release of international census microdata samples has been available for only a few months, and publicity for the samples has been mainly word-of-mouth.  Nevertheless, the reaction of scholars to the new data has been so enthusiastic that we anticipate IPUMS-International will soon rival the usage statistics of IPUMS-USA.  We have already received dozens of applications for access to the data from scholars in the United States, Panama, Norway, Kenya, Hungary, Switzerland, and Canada.  In addition to university-based researchers, the user list includes representatives of four national statistical offices and the World Health Organization.  The topics proposed include analysis of the living arrangements of the aged, female labor-force participation and educational attainment, regional inequality differentials, the demographic and spatial dimensions of violence in Colombia, the relationship of disease factors to education, migration between Mexico and the United States, and the relationship of marriage to education.  A National Academy of Sciences panel on “Transitions to Adulthood in Developing Countries” is using the data from Colombia, Kenya, Mexico, and Vietnam.  The goal of this panel is to analyze changing outcomes such as schooling, work, fertility, and marriage as a function of age, gender, and household characteristics.  

Despite the important contribution of IPUMS-International, it has limitations.  Funding was provided to create samples for just a scattering of countries around the globe.  Moreover, those countries are so different from one another—with respect to both their census definitions and procedures and their social norms and behavior—that cross-national comparisons are difficult.  To fully capitalize on the potential of international census microdata, a more focused regional approach is needed.

The public-use European integrated microdata series—which we call IPUMS-Europe—will build on the efforts of the PAU and the OMUECE project undertaken by the United Nations Latin American Center for Demography.  These experiences coupled with our own will form the basis of the new European census microdata series.  We anticipate that the availability of consistent microdata for all of Europe over a broad time span will have a profound effect on the practice of social science research.  The following paragraphs are intended only to suggest some of the most obvious and policy-relevant topics for investigation.
1. Aging.  The large samples offered by European census microdata are an invaluable resource for study of the oldest-old, and the long chronological scope of the data makes cohort analysis feasible  (Palloni forthcoming; Chackiel 2001; Viveros Madariaga 2001).  Moreover, new methods for projecting population aging require multi-dimensional parameters that are best derived from large microdata samples (e.g., Vaupel, Yi, and Zhenglian 1997).  Perhaps most important, IPUMS-Europe will open new opportunities for cross-national research on aging.  Cross-national analyses of work and retirement, for example, have already yielded important policy insights for other regions of the world (Gruber and Wise 1998, 1999; Johnson 1999; Hermalin and Chan 2000).

2. Emigration and immigration.  In recent decades, Europe has become a region of net immigration.   [Amplify]

3. Fertility.  [Discuss below-replacement fertility and differentials].  

4. Public health.  The European censuses collected a wide range of information relevant to public health, such as the availability of sanitation services, source of water supplies, type of cooking fuel, and housing construction material.  Coupled with responses to questions on child survival and mortality, these data offer exceptional opportunities for pinpointing the correlates of public health at the local, regional, and national levels.

5. Comparative policy analysis.  The availability of highly comparable microdata for as many as twenty countries with wide variation in public policies would open opportunities for natural experiments to assess policy outcomes.  In the United States, this strategy has been a valuable tool for assessing the effects of state level-variations in public assistance programs, access to health care, and tax policy (e.g., Duncan and Hoffman 1992, Lundberg and Plotnik 1995, Moffitt 1992, Ruggles 1997, Whittington 1993).  Similar fixed-effects models could be applied across European countries to assess the impact of policy changes on economic development, inequality, urbanization, and demographic change.  

These topics are intended only as representative examples of the kinds of research that can be carried out with the European integrated microdata series.  Other key areas of investigation include the demography of violence, social correlates of physical disabilities, changes in household and family composition, transformation of occupational structure, urbanization, internal migration, work of women and children, nuptiality, and education and the spread of public schooling.  Used in combination, the fifty-five datasets spanning four decades of cataclysmic social, demographic, and economic change will comprise our most important resource for the study of European society.

The National Research Council (2001) recently produced a major new report on Preparing for an Aging World: the Case for Cross-National Research.  The report makes a compelling case for the development of cross-national and cross-temporal data sources.  One of the major recommendations is that “National and international funding agencies should establish mechanisms that facilitate the harmonization of data collected in different countries.”  Harmonized data allow the analysis of cross-national differentials in aging and concomitant social and economic changes.  The report demonstrates that “cross national studies conducted within a framework of comparable measurement can be a substantially more useful tool for policy analysis than studies of single countries.”  A second NRC recommendation is that “The scientific community, broadly construed, should have widespread and unconstrained access to the data.”  Scientific advances and policy insights are greatest when a broad community of users with varying theoretical perspectives and models have access to the same data.  The IPUMS-Europe initiative directly addresses these needs: the central goal is to harmonize microdata and metadata from a broad range of countries and make them easily accessible to the research community through the Internet.


Appendix IV.  Preliminary Studies

The principal investigators have established an impressive track record for the timely completion of large-scale data infrastructure projects.  These projects provide essential background and experience for IPUMS-Europe.  Each project has been completed on time and within budget.  The following selected studies are especially relevant to the current proposal:

· “Integrated Samples of Colombian Censuses” (McCaa and Ruggles, NICHD R01 HD35708, 1999-2003).  This pilot study was designed to demonstrate the feasibility of creating harmonized census microdata samples for European censuses.  A preliminary version of the database, incorporating samples of the 1963, 1973, 1985, and 1993 censuses, was released in May 2002, a year ahead of schedule. 

· “International Integrated Microdata Access System” (Ruggles, McCaa, Sobek, Levison, and King, NSF SBR 9907416, 1999-2004).  In collaboration with PAU, this project funded preservation of the European census microdata and documentation.  The project also funded our negotiations for dissemination agreements with European statistical agencies.  The software, procedures, and design protocols developed for this project are directly applicable to IPUMS-Europe.  The project is ahead of schedule and we plan to produce more census microdata samples than originally anticipated.

· “Integrated Public Use Microdata Series” (Ruggles, NSF 9118299, 1992-1995).  This project converted the U.S. census microdata samples for the period from 1850 to 1990 into a single coherent database.  According to a recent NIA proposal reviewer, the IPUMS-USA project was “a model for constructing the empirical foundation so vital to all research, the equivalent for historical demography of the human genome project.”  Although the European data pose different challenges than the historical samples of the United States, our strategies owe much to lessons we learned from the original IPUMS project.

· “Electronic Dissemination and Support of the IPUMS” (Ruggles and Sobek, NICHD, R01-HD34714, 1996-1999).  This project supported the development of web-based dissemination tools for census microdata and documentation.  A descendant of this software will be used for IPUMS-Europe.

· [add PAU]

Each of the investigators also brings a key area of substantive experience and expertise to the project:

Nikolai Botev. [ …]

Robert McCaa has been working on European demography for many years.  He is Principal Investigator of the Colombian pilot study for the present proposal, and Co-Principal investigator of the NSF-funded IPUMS-International project.  Over the past fifteen years, he has carried out several large historical census microdata projects, primarily for Mexico (McCaa 1984, 1988, 1989, 1991, 1996, 1997a).  McCaa and his students have already published work using the new census microdata samples recently released by the IPUMS-International project (McCaa and Mills 1999; McCaa 2000; Vazquez, McCaa and Gutierrez 2001).
Miriam King is a demographer with thirteen years of experience with census microdata, most recently with IPUMS-International.  She has carried out research on household and family structure, fertility, aging, census undercounts, and the social construction of population issues as social problems.  Her new book, The Quantum of Happiness: Population Debates in the United States, 1850 to 1930, is forthcoming from Cornell University Press. 

Deborah Levison is an economic demographer whose research focuses on labor markets in developing countries.  She specializes in the interrelated topics of children’s labor force work and education, childcare, and women’s employment.  Levison has served as a consultant to the International Labor Organization, the World Bank, and UNICEF and has extensive experience with microdata from Europe.  Before coming to the University of Minnesota’s Humphrey Institute of Public Affairs, she spent two years as a postdoctoral fellow at Yale University’s Economic Growth Center.  Her research has been published in Labour, Economic Development and Cultural Change, Revista de Econometrica, and Pesquisa e Planejamento Economica.

Steven Ruggles, a historical demographer, was Principal Investigator for the previous IPUMS projects and of separate projects to create national samples of the 1850, 1860, 1870, 1880, 1900, 1910, 1920, and 1930 U.S. censuses.  His primary interests lie at the intersection of demography and the family.  His first book, Prolonged Connections: the Rise of the Extended Family in Nineteenth-Century England and America, won the William J. Goode Award of the American Sociological Association and the Allen Sharlin Memorial Award of the Social Science History Association.  He is presently working on a book about the sources of change in the American family during the past 150 years.

Matthew Sobek is an economic historian who served as project manager of the IPUMS-USA and IPUMS-International projects.  Sobek was managing editor of Historical Statistics of the United States: Millennial Edition, forthcoming from Cambridge University Press.  He has published widely on census microdata, data dissemination, occupational structure, and socioeconomic status.  In the course of his dissertation research, he reconciled the occupational classification systems of the United States between 1850 and 1990, and carried out analyses of long-run changes in the U.S. labor force and occupational hierarchy.


Appendix V.  Overview.  Research Design and Methods.

The goal of this project is not simply to make European census data available; it will also make them usable.  Even where census microdata can be obtained, comparison across countries or time periods is challenging because of inconsistencies between datasets and inadequate documentation of comparability problems.  Because of this, comparative international research based on pooled census samples is rarely attempted.  This project will reduce the barriers to international research by converting census microdata into a uniform format, providing comprehensive documentation, and by making the data freely available to researchers through a web-based access system.

We expect that IPUMS-Europe will eventually include at least fifty censuses from seventeen countries, and there is potential to include additional censuses from other countries.  For purposes of planning and design, we must work simultaneously with all these censuses.  This will ensure that we accommodate the full range of variation across countries and census years when designing harmonized variable coding systems.  During data and documentation processing, however, we will work with batches of three to four countries at a time.  This approach—also used for IPUMS-International—allows timely release of samples and avoids the logistical complexity of processing too many censuses simultaneously.

We have established a priority sequence based on intellectual salience, census quality, technical characteristics, and the release schedule for the 2000 round of census data.  The proposed processing sequence is as follows:

1. France, Hungary and Spain

2. [to be developed in consultation with national statistical agencies]

The first batch, comprising eleven censuses from three countries, was funded by previous grants and will be released on schedule in early 2004.  We plan some additional work on these countries as part of the current project, however, supplementing some of the samples with additional cases and applying new harmonized coding designs optimized for European censuses.  The remaining batches require the full range of processing, including data cleaning, drawing new samples as needed, imposing confidentiality protections, recoding variables, allocating missing data, creating constructed variables, and writing documentation.  Each of these processes is described in detail below.

We will process as many batches as possible within the five years of this project.  Based on our experience with France, Hungary and Spain, we estimate that we will be able to complete work on four batches—twelve countries and forty censuses—within the time frame of the present project.  


Appendix VI.  Source documentation and data.  European censuses have greater uniformity and higher quality than censuses from other parts of the world.  The region shares a statistical culture, nurtured by five decades of methodological coordination.  [Discuss Eurostat, PAU, UNSD, etc. here.]

Thanks to the national statistical agencies, the PAU and the United Nations Statistics Division, we have acquired a nearly complete collection of census documentation, including enumeration forms, enumerator instructions, and codebooks for almost every country in Europe.  The documentation collection is catalogued by country, census year, and item.  For each census, there are dozens of items, including all versions of census enumeration forms; manuals for enumerators, supervisors, instructors, and administrators; data editing instructions; codebooks; sampling descriptions; and post-enumeration surveys.  [give an example here].  The extent and quality of documentation available for the European censuses is an enormous asset to the project.  

We also have acquired microdata from PAU.  Table 1 (see above) reports recovered and verified source microdata by decade for the principal European  countries.  

Table 2 describes the censuses we propose to incorporate in the database.  [The table includes….  The left panel reports the percentage of cases that survive for each census.  For xxx of the censuses taken from the 1970s to the 1990s, we have complete data.  For the yyy remaining censuses, only samples of microdata survive, with densities ranging from 1 to 25 percent.  All but zzz of these samples relate to the 1960 and 1970 census rounds.  The decade of the 1960s is the weakest part of the data series; only sample data survive in machine-readable form, and most of those samples were taken at the individual level and are non-hierarchical.  In three cases, we have access to older data not reported in the tables; censuses of Norway, the United Kingdom, and Iceland will allow analysis of change over the very long run.]

	Table 2.  Density of Source Data and Estimated Sample Sizes, by Country and Decade of Census
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	. = No census taken in this decade; no sample possible.
	
	
	
	
	
	
	
	
	
	
	
	
	

	n.a. = Microdata incomplete or missing, but census was taken.
	
	
	
	
	
	
	
	
	
	
	
	


Whenever complete data survive in the period from the 1970s to the 1990s, we will draw new high density according to the procedures detailed in the next section.  For censuses conducted between 2000 and 2003, new high-density systematic samples may be drawn for us by the corresponding national statistical agency. Before we proposed this project to the national statistical agency officials, many had no plans to publicly release census microdata for the 2000 censuses.  Indeed, if this project is not funded, it is doubtful that such public use files will be created for more than a handful of countries.  Funding from this project for dissemination licenses will help the national statistical agencies justify assigning personnel to the task of extracting and processing the 2000 census round public use samples and providing timely copies to this project; for each country, half the license fee will be paid upon delivery of the 2000 round microdata.

The right panel of Table 2 reports the completed sample sizes we expect for each census.  The total number of cases available across all countries rises steadily from about xxx million in the 1960s to almost yyy million in the 2000 round of censuses.  When the entire database is complete, it will include approximately zzz million cases.

The significance of the Europe data is not only a matter of size but also of content.  For almost every country, a complete range of both housing and population variables is available from the 1980s onward.  European censuses from the 1960s typically contained a dozen questions about housing and twice that number for individuals.  By the 1990s, European censuses were among the most complex and detailed in the world.  Table 3 reports the number of variables by type for the 2000 round of censuses.  The shorter forms have over fifty census questions and the longer ones have more than one hundred.



	Table 3.  Number of Variables by Country and Type:  2000 Census Round Example
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	Social-demographic variables:  age, sex, marital status, relationship to reference person, disabilities, literacy, school attendance, years of education, level of education, ethnicity/race, citizenship, mother tongue, religion, citizenship, children ever born, children living, date of last live birth/survival status, p/maternal orphanhood, deaths in past twelve months.

	Economic variables:  activity status, occupation, branch/industry, hours worked, income, employment status.

	Geography/migration:  place of enumeration/residence (major/minor civil division), size of place, urban/rural area, birthplace (major/minor civil division/country), residence x years ago (major/minor civil division/country).

	Dwelling characteristics:  dwelling type, walls/roof/flooring materials, year of construction, ownership/tenure, floor space, water, toilet/sewage, lighting/electricity, cooking fuel/facilities, bathroom/facilities, bedrooms, transportation, domestic appliances, auto/transport, tv/radio/pc, occupants/occupancy type.





Appendix VII:  Technical Matters.

Sample design.  In some cases, our source data consist of the complete internal census microdata files that were originally used to create published census volumes for each country.  Under our agreements with each country, we will draw ten-percent self-weighting samples from each of these censuses.  Our sample design balances the competing goals of sample precision and cost-effectiveness.  

Because many important topics of analysis require information about multiple individuals within the same unit, the samples must be clustered into households.  Thus, the number of independent observations in each census file is the number of households, not the number of individuals.  This has implications for sample efficiency.  Standard errors in cluster samples depend on both the number of clusters sampled and on the homogeneity of variables within clusters (Hansen, Hurwitz and Madow 1953).  In the worst case, with perfect homogeneity within clusters, the standard errors for variables would be inversely proportional to the square root of the number of clusters rather than the number of individuals.  For variables that are heterogeneous within clusters, such as age and sex, clustering may have little effect on sample precision.  

In some census microdata samples, the loss of efficiency resulting from clustered design is counterbalanced by proportionally weighted stratification.  In particular, since 1960 the U.S. Census Bureau has employed increasingly elaborate stratified multistage sample designs.
  Such procedures can yield self-weighting samples with low standard errors, especially for race, household size, and group quarters status.  The chief disadvantages of the U.S. Census Bureau approach are complexity and cost.  We therefore have pursued simpler approaches to improve sample precision. 

The organization of the European microdata allows us to create high-precision samples at low cost.  Unlike recent mail-in U.S. censuses, the European censuses are created through direct enumeration.  In every census, an enumerator went from house to house to interview residents in person.  A byproduct of this enumeration method is that the files are sorted according to the sequence of enumeration within each enumeration district.  In practice, this means that the files are geographically organized within districts.

We propose systematic samples of households to capitalize on this low-level geographic sorting.  Within each enumeration district, we will generate a random starting point between 1 and 10, and then take every tenth household thereafter.  Thus, for example, if the starting point is 5, we will take the 5th, 15th and 25th households, continuing in that fashion until the end of the district.  Because the files are geographically sorted, taking every tenth case is equivalent to extremely fine geographic stratification with proportional weighting.  Since economic and demographic characteristics are highly correlated with geographic location, the resulting sample has substantially greater precision than a simple random sample of households.

We plan to sample residents of large units separately.  Large collective units such as prisons, hospitals, homes for the aged, transient encampments, and military barracks are of special interest because the census is often the only potential source of microdata on these populations.  Because of clustering effects, however, residents of large units are subject to very high standard errors if they are treated the same as regular households.  The U.S. Census Bureau and other statistical agencies typically address this issue by sampling large units at the individual level rather than the unit level.  This procedure maintains representativeness but increases sample efficiency by raising the number of independent observations for large units.  

Definitions of group quarters and collective households vary widely from country to country.  As we did with IPUMS-USA, we propose a large unit definition that can be consistently imposed on every census.  In practice, this means that the definition must be based entirely on the size of the unit.  We plan to classify large units as those with over thirty persons.  This definition will allow us to identify households as intact units under all household definitions used in Eastern, Central or Western Europe during the past four decades.

To sample within large units, we will generate a random starting point between 1 and 10 at the beginning of each district, and then take every tenth individual residing within a large unit thereafter.  We will modify this procedure slightly when we can identify a group of related persons within a large unit.  We want to preserve family interrelationships wherever possible to allow analysis of topics such as own-child fertility, intermarriage, and family composition.  Therefore, when we encounter a related group within a large unit, the entire family group will be treated as a single sample point.  Under this strategy, each unrelated individual or related group within a large unit will have a 10 percent probability of inclusion in the sample.  For each unrelated individual or related group in a large unit, we will construct summary measures of the size and composition of the large unit as a whole.

To estimate the efficiency of this sample design, we applied it to the complete 1973 census of Colombia and then calculated design factors by means of the subsample replicate method (U.S. Census Bureau 1993; Ruggles 1995).  The design factors represent the ratio of estimated standard errors for a variable under a particular sample design to the standard errors that would be obtained from a simple random sample of the same size.  Because of differences in the size of clusters and population heterogeneity, the design factors are not strictly comparable across countries.  As shown in Table 4, however, design factors for individual-level variables in the 1973 Colombia sample are similar to those of the census microdata samples produced by the much more elaborate sample design of the 1980 U.S. microdata sample.  Moreover, despite the effects of clustering, overall sample precision for individual-level characteristics is comparable to a simple random sample of the same size.  For household characteristics, the proposed sample design performs significantly better than a simple random sample.

	Table 4.  Selected Design Factors for the 1980 U.S. and 1973 Colombia Samples
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	Age
	1.1
	
	1.1
	

	
	Sex
	0.7
	
	0.9
	

	
	Marital status
	0.8
	
	0.9
	

	
	School attendance
	1.0
	
	1.4
	

	
	 
	 
	 
	 
	


Reformatting and correction of format errors.  We plan a systematic program of data reformatting and cleaning for each dataset.  This includes analysis of the record structure, reformatting of the data into a standard hierarchical format, internal consistency checks, and correction of data errors.  

Our experience on the IPUMS-International projects has taught us to expect a variety of data format irregularities.  Cleaning the data to make them suitable for public-use microdata samples proved more time-intensive than we had anticipated.  The oldest datasets—those dating from the 1960s and 1970s—generally pose the greatest problems, a consequence of the computing and data storage constraints of those decades.  Even the most recent samples, however, require a substantial investment to verify that they are free of data format issues.  In the seventeen international censuses we have processed to date, data format problems affected only a tiny fraction of cases; nevertheless, these had to be addressed systematically to produce clean sample data. 

The raw data files are preserved in a remarkable variety of formats.  Rectangular files are the simplest format, with geographic, dwelling, household, and family information replicated on each person record.  In hierarchical files, the microdata have as many as four nested record types identifying the starting points of each geographic area, dwelling, and household.  In these files, any irregularity in the sequence of record types can create widespread data problems.  Linked censuses are organized into multiple record types stored in separate files designed to be linked together by means of a common identification (ID) number.  These record types can include mortality, fertility, and group quarters records as well as person, household, and dwelling records.  Small imperfections in the ID numbers can cause significant problems.  Finally, inverted matrix samples store each variable in a separate file.  This data structure is optimized for rapid tabulation, and it depends on a perfect sequence of cases within each file.  Fortunately, the inverted matrix files are apparently in excellent condition and are unlikely to pose major challenges.

We begin by reformatting each sample into a simple, consistent hierarchical format consisting of a household record followed by person records for each individual in the household.  Any geographic or dwelling-level information is replicated on each household record.  This reformatting often exposes problems that cannot be identified from a detailed examination of data frequencies or cross-tabulations.  Thus, the process of restructuring the data is an integral aspect of diagnosis and cleaning.

We have found that national statistical offices do not always verify the consistency of different hierarchical levels within census data.  Many censuses have mismatches between dwellings, households, and persons.  We have generally found that the marginal distributions of both individual and household characteristics are sound, but inconsistencies between record types create problems for the construction of microdata samples.  These inconsistencies include households with missing persons, persons with no household information, and households blended together.  Although these irregularities never involve many cases, they must be resolved.  By developing fully documented treatments of such problems for all censuses, we will eliminate the need for users to develop ad hoc solutions as they carry out their research.

Space constraints prevent us from describing here the wide variety of data format problems we have encountered and explaining our solutions.  Each census is different, and we employ whatever internal data are available to arrive at a strategy for logical or probabilistic correction of errors.  As we grapple with dozens of European censuses of varying vintages, we expect to encounter problems we have not yet seen, and we will have to develop new solutions.  To give a sense of our general approach to data format issues, however, we will describe one case from our NIH pilot project in detail.

For the Colombian census of 1973, we began with the 100 percent population microdata used to create published tabulations.  The data were in separate household and person files.  Attempts at matching the files by household identification (ID) number uncovered an array of data errors.  In the household file, some households shared the same ID; others had corrupted data as part of the ID.  In the person file, there were separate distinct blocks of persons with the same ID, sets of two households of persons blended together, households of persons split up by intervening households, and other irregularities.  To construct a clean sample of the Colombian census, we used a sequence of diagnostic procedures to mark records in the household file that exhibited any of these format errors.  In the end, we classified 2.9 percent of the household records as bad.

We then drew a 10 percent sample of household records according to the procedures outlined in the sample design section above.  After a random start within geographic units, we marked every tenth household in the original data.  If the 10th household was flagged as bad, we substituted the most proximate household with the same value for the “number of persons” variable.  This procedure is essentially the same as the hot deck allocation method used by the U.S. Census Bureau to infer characteristics of nonresponding households.  The resulting sample of household records matched cleanly to the person file.  By identifying donor households in close geographic proximity to the corrupted households, we were able to maintain representativeness.  There are no detectable systematic biases in the completed 10 percent sample; on all characteristics, the sample falls within the expected confidence intervals when compared to the complete count.  

So far, we have been able to devise an effective solution for every data format irregularity we have encountered.  It is impossible to predict the extent of format problems in the rest of the European censuses until we actually begin to work with the data.  Since the cleanup of these format errors is one of the most time-consuming components of the project, this inevitably leads to uncertainty in our data processing schedule.  If the problems we encounter in Europe prove to be less challenging than those we have seen in IPUMS-International, we will use the savings of time to process additional censuses.  

Consistency checks, item editing, and missing data allocation.  We have developed a battery of tests to ensure data soundness.  While the European datasets are generally of high quality, many have never been cleaned.  Among the things we check for are households with no heads or multiple heads; households with multiple wives in countries that do not practice polygamy; implausibly large households or dwellings; and duplicate records.  We also look for inconsistencies between household and person records, in the relationships among the persons in a household, and among the characteristics of individuals.  For example, we check for contradictions between age and labor force status, marital status, educational attainment, and school attendance.  Where data errors can be unambiguously identified, we flag the data item as inconsistent.

Once the consistency checks are completed, we edit missing and inconsistent values.  Missing and inconsistent values are routinely replaced with allocated values in recent U.S. census data by means of logical edits and probabilistic hot deck imputation procedures.  For example, if sex is missing, it is edited by logical inference from the family relationship field or based on the sex of a spouse.  We have written software for previous samples to carry out such logical error corrections, and this can be adapted to meet the needs of the IPUMS-Europe census files.  All logical edits are identified with an appropriate data-quality flag.  

When missing or inconsistent items cannot be resolved through logical computer editing, we will turn to probabilistic allocation procedures modeled on those of the U.S. Census Bureau.  For each variable, there is a series of criteria for matching a donor record used to impute the missing or inconsistent value.  These criteria are deter​mined through analysis of the best predictors for each variable, and may vary from census to census.  For example, if school attendance is missing, then one might allocate the school attendance of the most proximate individual in the file who shares the same age, sex, ethnicity and parental socioeconomic status.  If a perfectly matched donor record cannot be found, the record that meets the largest number of criteria is used.  The donated value is then subjected to consistency checks and is rejected if unsuitable.  A data quality flag identifies allocated data items.

Allocation of missing and inconsistent data significantly increases the reliability of sample estimates and makes the samples simpler to use.  Missing data allocation is not, however, routinely incorporated in non-U.S. microdata.  We have considerable experience with these methods, as we have already adapted them to edit missing and inconsistent data items in the U.S. censuses of 1850-1920 as part of the IPUMS-USA project (Ruggles and Sobek 1997, volume 3).  We will modify the procedures to suit each individual sample in the IPUMS-Europe database.  We will fully document our allocation and editing procedures and will allow users to eliminate altered cases with a simple selection in the data access system.

Harmonization.  IPUMS-Europe will build on the harmonization work already undertaken by IPUMS-International and the Population Activities Unit.  The international census samples employ differing numeric classification systems, and reconciliation of these codes is a major part of this project.  Variable design often influences the analytical strategies adopted by researchers, and we have therefore developed our plans with care.  

United Nations organizations have twice sponsored large-scale projects for regional harmonization of census microdata.  The first was the OMUECE project described above.  Under this project, CELADE created standardized versions of twenty-nine Latin American censuses taken between 1960 and 1976 (McCaa and Jaspers 2000).  The second project was undertaken by the United Nations Population Activities Unit (PAU) in Geneva (Botev 2000).  This project, which provides the starting point for the current project, is a standardization of microdata from the 1990 round of censuses of seventeen European and North American countries.  These two initiatives have provided IPUMS-International with valuable information.  They have allowed us to take advantage of the investments already made by the United Nations and to learn from the experience of earlier attempts at international census harmonization.  

The two UN projects had very different design philosophies, and neither one is ideal.  The OMUECE project included only the lowest common denominator of variables available across all countries.  This meant that about half the variables available in the original censuses were discarded altogether, and much critical detail on such variables as occupation and ethnicity was eliminated from the harmonized version of the datasets.  The loss of detail so severely compromised the database that most users opted to work instead from the original incompatible samples.  The PAU project represents the opposite extreme: there has been no attempt to standardize coding schemes for complex categorical variables such as religion, family relationship, occupation, ethnicity, or language.  Only the simplest variables such as age, sex, marital status, and employment status are recoded into a common scheme.  The PAU data transformations make international comparisons easier, but they are a half measure. 
The IPUMS-International design strategy is more ambitious than that of either CELADE or PAU.  Unlike CELADE, we retain all the detail provided in the original samples.  Unlike PAU, we provide a truly integrated database, in which identical categories in different census samples always receive identical codes.  We employ several strategies to achieve these competing goals.  In some cases, the original variables are compatible and recoding them into a common classification is straightforward.  In this situation, the documentation notes any subtle distinctions between censuses.  For most variables, however, it is impossible to construct a single uniform classification without losing information.  Some samples provide far more detail than others, so the lowest common denominator of all samples inevitably loses important information.  In these cases, we construct composite coding schemes.  The first one or two digits of the code provide information available across all samples.  The next one or two digits provide additional information available in a broad subset of samples.  Finally, trailing digits provide detail only rarely available.  Future versions of our data access system will guide researchers to the level of detail appropriate for the particular cross-national or cross-temporal comparisons they are making.  

In addition to converting the European censuses into IPUMS-International format, we will create a variety of new variable classifications specifically for the IPUMS-Europe project.  In some cases, incompatibilities across continents are so great that the composite coding scheme is significantly more cumbersome than the original variable coding design.  The European classifications will take advantage of commonality in social structure and similarity in census questionnaires across the region to create more streamlined classifications.  

To take the simplest example, the classification scheme for marital status illustrates this point.  Under the IPUMS-International design, the first digit of marital status has four categories: single, married/in union, separated/divorced/spouse absent, and widowed.  This is the maximum number of categories consistently distinguishable across all samples in the database.  The distinction between divorced and separated is not maintained in all samples, so these categories are combined in the fully comparable first digit of marital status.  At the second digit, divorced and separated persons can be distinguished, as can formal marriages from consensual unions.  The third and final digit differentiates among types of marriages (civil, religious, polygamous), information only available for select countries.  

Geographic variables pose the greatest challenges.  Within the cost constraints of the present project, we cannot attempt full harmonization of the lowest level of geographic information available.  We will, however, attempt to create a consistent definition of large metropolitan districts.  Moreover, wherever feasible we will provide maps of administrative districts identified in the microdata and any other ancillary geographic information available. 

Most data transformations are simple recodes of one value into another.  As in the case of IPUMS-USA and IPUMS-International, we will develop data transformation matrices for each variable that provide information on the location of the original variable in each sample, each original data value, and each new standardized data value.  These matrices will be maintained in a standard relational database.  The actual recoding operations, however, are carried out with a C program operating as a sequential batch process, since that is the most efficient approach with respect to both storage and speed.  In many instances, it is necessary to use information from more than one variable in the original census to construct a new compatible variable.  For example, one might need information on both province and subdistrict to identify a metropolitan area.  Data transformation matrices can sometimes handle such complex transformations, but in other cases we will have to resort to customized programming solutions.  

In all, the harmonization will require approximately 850,000 data transformations.  Each transformation must be planned, executed, checked, rechecked, and documented.  This work accounts for almost a third of the total effort required for the project.

Constructed variables.  In addition to recoding variables to maximize comparability, we will carry out additional processing to enhance usability.  Some procedures are straightforward, such as the addition of compatible variables on serial number, census year, country code, size of unit, and case weights.  Others are more complicated; some examples follow.

European census authorities collected data on households and relationships of individuals within households.  With a few exceptions, family interrelationships are preserved in the microdata.  We will create individual-level variables describing interrelationships among family members so that researchers can create specialized measures tailored to specific research topics, such as living arrangements of the aged or of single parents.  Three pointer variables will give the location within the household of each individual’s mother, father, and spouse (or consensual partner).  These pointer variables are among the greatest contributions we can make to the datasets.  They allow users to easily attach characteristics of these kin to the records of individuals.  Sophisticated users find them to be convenient tools for the construction of specialized own-child fertility measures and measures of marriage characteristics, including, in the European case, consensual unions.  

The European censuses rarely provide for more than ten kinds of family relationships, and the information available for sorting out ambiguous relationships varies slightly across censuses.  For the sake of consistency, many investigators will want to use family interrelationship variables based entirely on information available in all samples.  There are certain applications, however, for which the greater precision available in some samples is required.  Following the guidelines originally developed by the IPUMS-USA project, we will accommodate both needs through flags.  The pointer variables will be accompanied by flags indicating:  (1) if the link would be the same even if minimal information were used; (2) if the link was only made because of extra information available in the particular census; or (3) if the link is contradicted by extra information available in that census.  

We will also construct a variety of fully compatible variables describing family and household characteristics at the individual and household level.  Some of these indicators—such as family membership, family size, number of own children, number of own children under five years old, and age of eldest and youngest own child—are already incorporated in IPUMS-USA.  For the new database, we will design new constructed variables to describe household and family composition in ways that reflect the diversity of family forms across Europe. 

In addition to variables describing family interrelationships, we will construct variables describing socioeconomic status.  Relatively few of the European censuses provide direct information on income, so occupation and housing information are often the most important indicators of socioeconomic status.  For IPUMS-USA, we provided two occupation-based measures of socioeconomic status: Duncan’s Socioeconomic Index and an occupational income score, and researchers have used both measures extensively.  We are investigating alternative occupation and housing-based socioeconomic indicators to assess their feasibility and appropriateness for the European samples (Sobek 1995, 1996, 1997; Treiman 1977; Nakao and Treas 1992; Ganzeboom and Treiman 1996; Ganzeboom, De Graaf and Treiman 1992)

Documentation.  The creation of comprehensive integrated documentation is central to the project and is among its greatest challenges.  Fortunately, we begin with a superb collection of raw materials for this purpose.  With funding from the IPUMS-International grant, PAU has already inventoried, catalogued, and scanned a wide range of documentation for European censuses and provided these materials to the Minnesota Population Center.  We acquired other relevant metadata when the Statistical Division of the United Nations donated its Historical Archive of census documentation to the Center.  Finally, our agreements with each national statistical agency provide for the supply of ancillary documentation and technical support.  Using these materials, we will create a web-based documentation system that builds on the lessons and software designs of IPUMS-International.

We will provide harmonized English-language documentation on each of the samples included in the database.  This integrated documentation will cover census enumeration procedures and instructions; definitions of households, dwellings, group quarters and other enumeration units; error correction and other post-enumeration processing; sample designs; census forms; and analyses of data quality, such as post-enumeration surveys.  In addition to our English-language materials, the PAU or our national statistical agency partners will provide translations of key documentation pages.  We will also provide scanned images of original-language versions of the census questionnaires, enumerator instructions, and all other pertinent source documentation.  

As in the IPUMS-USA and IPUMS-International datasets, we will provide a detailed description of every variable, which will include universe definitions, frequency distributions, and variable codes.  The core variable description will be supplemented by a series of comparability discussions describing any deviations of particular censuses from the standard variable definition.  The comparability discussions will address differences over time and across countries.  As we have done for all previous censuses, we will also provide direct access to the wording of census questions, enumerator instructions, and facsimiles of census forms.

The documentation will also describe all data transformations that we perform on the original data to generate the integrated database.  This documentation will include the actual computer code, the transformation matrices detailing specific variable recodes, and a textual description of the data manipulation process.  Since we lose no information from the original data and document all changes, it will be theoretically possible for a user to reverse-engineer all our transformations for a given variable and reconstruct the original data.  The technical documentation will also include information on any deviations of the microdata from published tabulations, design factors, and allocation statistics.

The data series will require the equivalent of thousands of pages of documentation.  To manage this quantity of information, the web-based metadata access system will limit the scope of information to only those elements relevant to a given research project, as defined by the user.  By constructing documentation pages dynamically, we can customize the documentation to the needs of particular users.  For example, if a user selects censuses only for Romania, s/he will only be offered information relevant to the Romanian samples.  Comparability discussions will cover only the specific censuses selected by the user.  Similarly, we will generate customized tables giving marginal frequency distributions restricted to the particular datasets chosen by the researcher.  When we incorporate forty European samples into the database, this ability to filter out extraneous information will be critical, allowing us to provide documentation that devotes attention to subtle problems of comparability without overwhelming users with information they do not require.

Machine-understandable metadata.  As we develop documentation for IPUMS-Europe, we need to be cognizant of the costs of long-run maintenance and sustainability.  The experience of the IPUMS-USA project is instructive.  The IPUMS-USA documentation now consists of approximately 2,800 web pages.  Most of these are static pages, but an increasing number are dynamic pages constructed automatically when users request them.  This arrangement has many advantages, but it also creates three problems.  First, because the documentation is system-specific and hardware-dependent, long-term preservation is a concern.  Second, the continuous process of editing and correcting individual web pages creates serious issues of documentation version control.  Finally, the system is difficult to maintain.  When a variable is altered, for example, changes must be made in at least eight different places: three data-definition files (for SAS, Stata, and SPSS), three tables used to build pages for the documentation and data extraction systems, and at least two static HTML documentation pages.  Any discrepancies among these files can lead to system failure or user confusion.

We propose to address these problems by creating machine-understandable metadata for IPUMS-Europe.  We will adopt the Data Documentation Initiative metadata standard (DDI).  The DDI is a non-proprietary, hardware independent, neutral standard that preserves the content and relational structure of the full documentation.  The standard was developed by an international committee that represented a range of stakeholders in social science data dissemination, including the U.S. Census Bureau, the U.S. Bureau of Labor Statistics, and the national data archives of the United Kingdom, Norway, Canada, Denmark, Germany, and the Netherlands.  The work was funded by NSF grants, membership dues, and thousands of contributed hours by participants.  The results of this work, a document type definition in the Extensible Markup Language (XML), were published in March 2000 (http:/icpsr.org/DDI).  Because of its international heritage, the DDI was designed to accommodate foreign languages, including the Spanish and Portuguese metadata needed for this project.  

The world’s leading data archives developed this standard to address a critical need: the DDI provides an archival standard for documentation that will reduce the costs of long-term preservation and access.  Thus, the system addresses our concerns about documentation and data sustainability.  Perhaps most important, the DDI will reduce the costs of system maintenance and decrease the potential for documentation errors.  In a DDI codebook, each item is tagged with information about its meaning.  A DDI codebook therefore has a machine-understandable structure that allows for automated processing by data access software.  We propose to modify the IPUMS-International data and documentation access system so that it is driven by DDI-compliant metadata.  Once the new system is in place, it will be possible to modify a variable by changing its specifications in a single location.  The software will then propagate that change throughout the system.  This approach will increase the flexibility of the data access system and greatly simplify the addition of new data files and variables.

Dissemination.  Data access is an integral component of the project; effective dissemination is essential if the data are to be widely used.  Both data and the documentation will be distributed through an integrated web-based data access system.  The complexity of the new database will be greater than anything we have attempted to date, but our goal is to make access to both microdata and metadata even simpler than it is in our current systems.  

We have been working on methods of electronic dissemination for social science data and documentation for almost a decade.  We have already developed the most powerful web-based data extraction system available for access to large microdata files.  The IPUMS-USA data access system pioneered web-based dissemination of large-scale data, and it has served as a model for many other social science data dissemination efforts.  This research experience provides the foundation for our current efforts to improve data sharing technology.  

IPUMS-International is now developing second-generation data dissemination software.  The new data access system will provide advanced tools for navigating documentation, defining datasets, constructing customized variables, and adding contextual information.  A preliminary version of this system is already operating for the first set of IPUMS-International data.  Because most of the necessary design work was underwritten by the National Science Foundation, the new system can be modified for IPUMS-Europe at low cost, though it will require some design work and programming effort to adapt and maintain.

This secure data extraction system allows users to merge datasets, subset populations, and select variables.  Because the European data series will incorporate over one hundred million observations and hundreds of variables from dozens of censuses, the ability to merge and subset is critical.  Documentation browsing functions are built into the data extraction tool so that users have easy access to comprehensive documentation as they design their analyses.  

As we expand the IPUMS-International data access system and apply it to IPUMS-Europe, we will make every effort to ensure that we keep it user friendly.  Indeed, our goal is to make the new system even easier to use than the IPUMS-USA model.  Given the far greater complexity of the new database, however, we must innovate to ensure that access remains easy.  To take one example, IPUMS-USA presents the available variables as a simple list, either alphabetized or subject classified.  This will no longer be practical in the new system, since the number of variables will grow from about 300 (excluding data-quality flags) to approximately 1,500.  Therefore, we are developing new tools for navigating the variable list.  Users will be able to search the variable list according to keyword or subject area.  They will be able to reduce the list to only those variables that appear in all samples under study or to expand it to include all variables in any sample under study.  We will provide reduced tables of the variables most commonly requested, as determined through analysis of extract logs.  In cases where there are multiple variables in the same subject area—such as the occupation and industry variables—we will write a brief “usage” discussion for each variable explaining when it is the best choice, and when alternate variables would be more suitable.

With each extract, users will have the option of obtaining a full set of customized documentation text, including the relevant variable descriptions, comparability discussions, marginal frequencies, and enumeration instructions.  In addition to documentation designed for humans to read, we will generate a variety of customized metadata designed to be read by computer software.  Specifically, we will offer data definition files for the leading statistical analysis programs (SAS, SPSS and Stata) tailored for each data extract.  We will also create customized codebooks marked up according to the DDI metadata standard. 

The extraction engine is designed to take full advantage of the hierarchical structure of census data.  We offer researchers the option of rectangular or hierarchical output files, and allow users to select households or families based on individual-level characteristics.  Future versions of the IPUMS-International data access system will add two additional features making it easier for researchers to exploit the hierarchical structure of the data:

1. A procedure for attaching characteristics of household heads, family heads, spouses, own mothers and own fathers to each individual’s record.  For example, the system will allow analysts of marriage to create new variables describing spouse’s age or spouse’s birthplace. 

2. A procedure for counting the number of persons within each household, family, or own children of each parent that have a combination of up to four characteristics.  For example, the data access system will be able to count the number of teenage daughters in the labor force for each mother with coresident children.  The system will also sum numeric characteristics (e.g., income) across households, families, or own children.  
For IPUMS-Europe, we plan to allow users to replicate data extracts used in published studies.  The ability to replicate existing studies is essential to the scientific enterprise; it provides our fundamental means of understanding, evaluating, and building upon past research.  The current IPUMS-USA data extract system allows users to replicate or modify their past extracts.  When users create an extract using the current system, they receive a customized short codebook for the data file.  In the new system we are developing for IPUMS-International, that codebook will contain a recommended citation incorporating a unique number for the particular extract.  We will encourage users to cite the extract number in their published work.  Any authorized user will be permitted to specify that extract number and obtain a replica of the dataset.  Thus, when scholars identify an extract number in their publications, readers of their work will be able to create and download an exact copy of the data used for the research.  


Appendix VIII:  Work plan.  

Because of significant investment from related projects, start-up costs will be minimal and work can begin immediately.  The microdata and documentation are in hand; we have negotiated dissemination agreements with most European country; we have developed effective data cleaning and sampling procedures; we have written much of the needed data conversion and dissemination software; and we have designed the basic harmonization protocols for both data and documentation.  

As soon as funding is assured, our Advisory Board will begin assessing the project plans.  We have tentatively scheduled a meeting of the Board for January 2005 in Vienna, where we will undertake a detailed country-by-country analysis and adjustment of the project design.  During the first project year, we will work through the documentation for all forty censuses to identify unforeseen problems and to design new regionally compatible coding systems for key variables.  By the end of the first year, we will produce a comprehensive and detailed plan for the design of the entire database.

Refinement and development of the data access and documentation systems will occur throughout the project.  We plan to convert the dissemination software to the DDI metadata standard by the end of 2006, and to add the extract replication system and other advanced data access features by 2008.

Data and documentation processing will proceed simultaneously on parallel tracks.  These tasks account for approximately eighteen person-years of effort by research assistants, programmers, and senior staff, or about two-thirds of the total effort required for the project.  The first batch—for France, Hungary and Spain—requires the least effort, because much of the work will be complete by the time the project begins.  For these countries, we will need only to implement the new harmonized variables optimized for European censuses.  We expect this work to be complete by June 2006.  

The remaining batches demand substantially more effort, since they require cleaning, sampling, imposing confidentiality protections, recoding, allocating missing-data, creating constructed variables, and writing additional documentation.  Accordingly, we plan to add two additional staff for this phase of the project.  Based on our experience with IPUMS-International and on the budgeted staff levels, we estimate that each batch of about three countries and nine censuses will require twelve months of effort.  During the last four project years, therefore, we expect to complete four batches.  This is a conservative estimate; if we encounter fewer data-quality issues than we have in our previous international work, we will add more countries to the database.

Processing of batches two through four will begin in the second project year.  We plan to complete work on the [discuss each set of countries…..]  In each case, we will release a preliminary version of the data, with all core economic and demographic variables and basic documentation, approximately six months before the final release date.  The proposed sequence of countries depends in part on the scheduled release dates for the 2000 round of censuses and is subject to change.

Project management and responsibilities. The complexity of this endeavor is substantial; accordingly, tightly integrated project management is essential.  The principal investigators will work closely together, with weekly meetings and daily interaction.  Although all senior staff will share responsibility for design issues, each will focus on a different aspect of project management, as described below.  

· Nikolai Botev

· Robert McCaa is responsible for project management and coordination of activities with PAU, the United Nations, national statistical agencies, the Advisory Board, and consultants. 

· Matthew Sobek will manage the data conversion and cleaning processes.  He will also oversee an extensive program of fact checking and quality assurance for both data and documentation.  

· Miriam L. King will participate in all design issues and will evaluate the quality of samples and variables, investigate compatibility problems, and develop documentation. 

· Steven Ruggles will assist with project management and design issues, with a special focus on data access technology.

· Deborah Levison will work on design, planning, and documentation for schooling, labor force, and demographic variables.  She will also evaluate how these census data can complement and enhance survey data for the region.  

· Susannah Smith, coordinator of the IPUMS-International projects, will serve in the same capacity for IPUMS-Europe.
We are also requesting funds for graduate and post-doctoral research assistants.  Over the five-year duration of the grant, we plan five person-years of effort by graduate students and eight person-years years of effort by post-doctoral research assistants.  We plan to recruit native speakers of European languages with training in demographic methods for these positions.  The research assistants will work on data conversion and cleaning and will prepare documentation. 

For programming support, we will rely on the Minnesota Population Center programmer pool.  Minnesota Population Center research projects share a staff of twelve information technology professionals with expertise in every aspect of software needed for this project, from XML to database management to web interfaces.  Therefore, we will assign a specialist with the most appropriate skills for each particular programming task.  
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Appendix X.  Letter of Understanding with National Statistical Agencies.
















� For the 1980 U.S. microdata sample, for example, the census was divided into 33,000 geographic units known as weighting areas.  Then a three-stage ratio estimation procedure was used to assign weights to sample cases representing the ratio of the full population count to the sample count for persons with particular characteristics in each weighting area.  The weights were designed to control for 179 characteristics and combinations of characteristics, including household size, presence of own children, group quarters residence, householder status, detailed race and Spanish origin, age, and sex.  The weighted population was divided into 102 strata, including breakdowns by race, Spanish origin, home ownership, sampling rate, and presence of own children.  Within each stratum, cases were then selected systematically with an inclusion probability proportional to the weight (U.S. Census Bureau 1983: 35-42).





PHS 398/2590 (Rev. 05/01
Page 12

